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Grand canonical Monte Carlo computer simulations on [NaCl]_o and [NaDNA]_o in the presence of added salt are reported. The results for the simple electrolyte indicate that a (12,6,1) potential function for the ions in a solvent treated as a dielectric continuum supplemented with a Gurney correction term for desolvation describes the behavior of activity coefficients as a function of concentration quite well over a concentration range of 5-500 mM. The structure of the ion atmosphere is examined and found to provide new insight into structural effects at the onset of the breakdown in Debye-Hückel theory. The results on the NaDNA system in the presence of added simple electrolyte provide an account of the contravariant behavior of nonideality of mobile ions in polyelectrolyte versus simple electrolyte solutions.

I. Introduction

Nonideality in simple electrolyte solutions in general increases with increasing added salt in the regime of low ionic strength.1-7 Nonideality of simple electrolytes in polyelectrolyte solutions is known to decrease with increasing added simple electrolyte salt.8-10 The molecular origins of these contrasting behaviors of simple and polyelectrolyte solutions have been the subject of numerous investigations8-10 in recent years. Despite a wealth of information, both experimental and theoretical, a consistent molecular picture that qualitatively as well as quantitatively accounts for the observed properties of simple electrolytes and of polyelectrolyte solutions in the presence of simple electrolytes is still emerging. A theoretical and computational model for electrolytes and polyelectrolytes is a necessary prerequisite to a proper treatment and understanding of the behavior of charged biomolecules such as DNA at physiological ionic strengths, for which the structures and interactions are highly sensitive to salt effects.

The most rigorous computational approach to electrolyte solutions is via molecular simulation (the Born–Oppenheimer (BO) level in the notation of Friedman). The explicit treatment of DNA, water, and counterions together in molecular simulations has just become feasible on present generation supercomputers. Molecular simulations via Monte Carlo methods configured in the grand canonical ensemble provide direct access to chemical potentials and hence to activity coefficients as a function of concentration. Unfortunately, such calculations at concentrations of simple salt, water, and DNA of biophysical interest and experimental accessibility are still quite out of reach. Furthermore, grand canonical Monte Carlo methods with ions, water, and solute considered explicitly suffer from severe convergence problems at densities in the range of interest due to low acceptance rates encountered for particle insertions.

The problems confronting molecular simulations of aqueous solutions of electrolyte systems have led to extensive consideration of the so-called “primitive model” and variations thereof, where the ions or polyions are treated explicitly and the solvent water is represented as some kind of dielectric continuum (McMillan–Mayer (MM) level models). Obviously, “neglecting” explicit water places serious limitations on the purview of computations based on this approximation. One advantage of the continuum solvent approach is that the effective particle density of the system is quite low and simulations in grand canonical Monte Carlo
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formalism are feasible. Thus, a direct determination of the excess chemical potentials and other thermodynamic properties of this model system can be carried out.

In the following, we report new grand canonical Monte Carlo simulations on [NaCl]_aq and [NaDNA]_aq in the presence of added [NaCl]_aq. We examined different theoretical models for the interparticle interactions and the extent to which they account for the observed thermodynamic properties such as activity coefficients of counterions and co-ions in electrolyte and polyelectrolyte solutions. A good account of the activity coefficient data over a wide range of concentrations has been obtained via certain variations of the primitive model for simple electrolytes. An explanation for the contrasting behaviors of activity coefficients as a function of concentration in simple versus polyelectrolyte solutions has also been obtained.

II. Background

Theoretical accounts of the thermodynamic properties of simple electrolytes have been the subject of numerous discussions. The mean ionic activity coefficients of sodium chloride in aqueous solutions relevant to the present study have been tabulated in ref 1. Activity coefficients of simple electrolytes in general tend to decrease with increasing salt concentration in the low salt regime, which extends up to 1 M for sodium chloride at 25 °C, and increase thereafter.

Debye-Hückel (DH) theory has been successful in accounting for this trend in terms of the long-ranged interionic interactions. According to DH theory, interionic interactions lead to the formation of an ion atmosphere of opposite charge around each reference ion. This lowers its chemical potential and results in an activity coefficient that is less than unity. However, the range of applicability of this theory is confined to extreme dilutions (≤0.01 M). Deviations from DH theory are observed in various forms, such as (a) electrolytes of the same charge type having very different activity coefficient curves, (b) most of the activity coefficient curves passing through a minimum with increasing salt concentration, and (c) the mean activity coefficients of some electrolytes exceeding unity at high salt concentrations. Thus, the charge of solute and dielectric constant of solvent alone do not constitute an adequate representation of the simple electrolyte system. It is now understood that the deviations from Debye-Hückel theory are a manifestation of the competition between the short- and long-ranged ion-ion interactions and ion-solvent interactions.

Parametric extensions of the DH limiting law have been successful in reproducing the observed behavior of some simple electrolyte solutions. Computer simulations with a continuum solvent and with a restricted primitive model for the ions (i.e., a model in which all ions are treated as hard spheres of equal radii and are allowed to interact via a Coulomb potential in a continuum solvent) have also proved useful in assessing the validity of the DH approach (refs 6 and 7 and references therein). Valleeau and Cohen developed the grand canonical Monte Carlo (GCMC) methodology for simple electrolyte solutions and applied it to aqueous electrolyte solutions of different charge types in the primitive model. The results emerging from these simulations were compared with predictions of various existing theories for ionic solutions. The primitive model of electrolyte solutions has also been the focus of attention of a recent study on single ion activity coefficients.

Ramanathan and Friedman on the basis of their hypernetted-chain (HNC) calculations observed that a desolvation (Gurney) term added to a continuous potential between the interacting ions within the framework of a continuum description of the solvent was successful in accounting for the observed osmotic coefficients of aqueous solutions of some simple electrolytes. In their refined primitive model for aqueous electrolyte solutions, a (9,4,1) potential along with a Gurney term was used for evaluating interion interactions. They also concluded that for the purposes of molecular interpretation of the properties of the electrolyte solutions it was very important to represent the repulsive term accurately in MM level models. Such models that replace the hard-core repulsion term of the primitive models by another form have since been designated as "vanilla models." These have been extensively employed by Friedman and co-workers (ref 27 and references therein) to predict the equilibrium and transport properties of electrolyte solutions.

Molecular simulations with a fully explicit consideration of the solvent water (i.e., the BO level models) are well-known to give an oscillatory potential of mean force (pFm) between two ions of opposite charge. Pettit and Rossky observed this to be true for two chloride ions as well. Rushin subsequently observed that a dielectric continuum representation of the solvent when desolvation of two proximal ions is considered does reproduce this behavior between ions of opposite charge but not between ions of like charge. More recently, Dan and Pettit and Jorgensen and Buchner have reported corroborative evidence from molecular simulations for the stability of a contact anion pair in water. This raises a question as to whether a theoretical or computational account of the simple electrolyte solutions on a simple continuum description of the solvent can ever be successful in accounting for both the experimentally observed thermodynamic properties and structural features of aqueous solutions of simple electrolytes. However, the stability of the anion pair concluded from the BO level simulations has been critically examined and questioned recently by Friedman and co-workers in the context of available experimental data. Kusalik and Patey in an interesting comparison of the BO and MM level descriptions of aqueous electrolyte solutions found that the success of the MM theory strongly depended upon the electrolyte solution and in particular upon the cation and anion considered. Nevertheless, a calibration of the MM level simple electrolyte models on the experimental thermodynamic properties appears to be an obvious course to take and forms the basis for our study of the behavior of poly electrolytes such as DNA in the presence of simple electrolytes. Some early experimental data on the thermodynamic properties of poly electrolytes in aqueous solutions were reviewed by Katchalsky, Alexandrowicz, and Kedem. The coligative properties in the salt-free case are practically independent of molecular weight of the polyelectrolyte and slightly dependent on its concentration (the osmotic and activity coefficients decrease with dilution indicating a stronger binding of the counterions to the polyeion upon dilution, contrary to the behavior of simple electrolytes) and are determined by and large by the linear charge density on the chain. In an attempt to understand this unique behavior, Katchalsky and co-workers set up a cell model for polyelectrolyte solutions, solved the nonlinear Poisson–Boltzmann (PB) equation, and determined osmotic and activity coefficients. A (9,4,1) potential along with a Gurney term was used for evaluating interion interactions. They also concluded that for the purposes of molecular interpretation of the properties of the electrolyte solutions it was very important to represent the repulsive term accurately in MM level models. Such models that replace the hard-core repulsion term of the primitive models by another form have since been designated as "vanilla models." These have been extensively employed by Friedman and co-workers (ref 27 and references therein) to predict the equilibrium and transport properties of electrolyte solutions.
The calculated line of the "practical osmotic coefficient" (defined as the ratio of the observed osmotic pressure to the ideal osmotic pressure of the polyelectrolyte solution multiplied by the reciprocal intercharge distance versus the latter) lies above the experimental line. However, the shape of the curve is identical, indicating that the ratio between the calculated and the observed osmotic coefficients is constant. Two reasons were given to explain this discrepancy. The value assumed for the axial charge separation is possibly larger than the actual value, or the dielectric constant may be less than that of bulk water within the proximity of the polion. Hence, real osmotic coefficients would be lower than calculated values. This implies that dielectric saturation within the vicinity of the polion may have to be taken into account in a theoretical description of the thermodynamic properties of the polyelectrolyte solutions.

Studies on ternary mixtures of polyelectrolyte solutions with added salt such as NaDNA with added NaCl are more relevant to realistic physiological conditions. The mean ionic activity and osmotic coefficients of the added salt and the Donnan salt exclusion factor are indicative of nonideality in these mixtures. Kotin and Nagasawa46 and Alexandrowicz and Katchalsky47 accounted for the potentiometric titrations of polycarboxylic acids by obtaining numerical solutions to the nonlinear PB equation, but the axial charge density of the polion had to be treated as a variable parameter and an unrealistic value had to be assigned to account for the colligative properties. Grob and Strauss48 investigated the influence of site binding on the observed colligative properties of the ternary mixtures via numerical solutions to the PB equation. In particular, they examined the trends in the Donnan salt exclusion factor when site binding of the counterions is considered. The Donnan salt exclusion factor was calculated as a function of added salt concentration for the NaDNA and NaCl systems by a numerical solution to the PB equation and compared with experiment.45 The net charge on phosphates, was inferred to be ≤0.5. At low electrolyte concentrations and at sufficiently high linear charge densities, the quantity 2T may be interpreted as an effective thermodynamic degree of dissociation.46 At low ionic strengths, is independent of the site binding; any change in the site binding produces a compensating change in the ionic binding so as to keep the total effective binding of the counterions to the polion constant.

Lyons and Kotin48 determined the activity of sodium ion in pure sodium salts of DNA and mixtures of NaDNA with NaCl by ion-exchange membrane potentials. The concentration dependence of counterion binding in pure polyelectrolyte solutions and the additivity rules for activities of counterions in systems containing polyelectrolyte and added salt were examined. They observed that the additivity rule is not followed closely by the polyelectrolyte–simple electrolyte systems and is not applicable for sodium systems. In the absence of added salt, the counterion activity coefficient decreases with increasing phosphate concentration for native NaDNA. Most sodium polyelectrolytes show a decrease in activity coefficient with dilution. NaDNA shows the opposite trends which is attributed to changes in the secondary structure of DNA caused by dilution, a phenomenon called "dilution denaturation." In the presence of added salt, at any given simple electrolyte salt concentration, the activity coefficient decreases with increasing phosphate concentration in the range 0.165–2.91 mM. At any given phosphate concentration, the activity coefficient increases with increasing salt concentration in the range 0.651–5.8 mM.48 Manning49,50 derived formulas for the various colligative properties of polyelectrolyte solutions based on counterion condensation (CC) theory, which differ from those of Katchalsky, Alexandrowicz, and Kedem.11 Manning observed that the CC theory predictions of activity coefficients, osmotic coefficients, and Donnan salt exclusion factors are generally in agreement with experiment. The agreement between the theories of Katchalsky et al.11 and Gross and Strauss52 and the CC theory is qualitative but not quantitative. DNA in the CC theory is of course treated as a line of charge. Klein, Anderson, and Record53 developed expressions for the colligative properties of cylindrical polion in the presence of excess added salt based on the Poisson–Boltzmann cell model and concluded that they confirmed over a wide range of salt concentrations with the limiting laws of the CC theory.

Canonical Monte Carlo simulations on aqueous solutions of DNA in the presence of simple electrolytes and Poisson–Boltzmann studies have been the subject of research interest in diverse laboratories (refs 52–60; also see references in refs 61 and 62) and have been discussed in detail in a recent article.53 Monte Carlo simulations on aqueous solutions of DNA in the grand canonical ensemble were reported initially by Vlachy and Haymet,54 more extensively by Anderson, Record, and co-workers,55–58 and recently by Valleeau.59 Vlachy and Haymet employed the GCMC method to obtain structural and thermodynamic data for model polyelectrolyte solutions by treating the polion as an impenetrable, rigid, infinitely long cylinder, and these were compared with PB and HNC integral equation studies using the mean spherical approximation (MSA). The PB equation was concluded to retain its semiquantitative utility even in the range of moderate to high (1 M) concentrations of added salt. The agreement between GCMC and HNC/MSA was found to be better, but detailed comparison with experimental data was not undertaken in this study.

Mills et al.60 reported extensive GCMC studies on aqueous solutions of NaDNA in the presence of added simple salt. The simulations were used to calculate mean ionic activity coefficients and "preferential interaction coefficients" (similar to Donnan salt exclusion factor11 and the Donnan membrane equilibrium parameter12) for a cell model representation of NaDNA with added salt. Results emerging from GCMC simulations were compared with PB results, and the influence of small ion correlations on the thermodynamic properties was analyzed and concluded to be small. In a subsequent study by Paulsen et al.,61 the calculated preferential interaction coefficients were compared with experimental Donnan coefficients62,63 with good agreement at low added salt concentrations. The DNA was treated as an impenetrable cylinder, with the phosphate charges modeled as a continuous line of charge on the cylindrical axis in these studies. Olmsted et al.64 characterized the role of end effects on molecular and thermodynamic properties in oligoelectrolyte solutions via the GCMC method. Valleeau65 reported an extension of the GCMC method to flexible polyelectrolyte immersed in primitive model aqueous electrolyte solutions.

We have previously reported canonical Monte Carlo simulations on [NaDNA]0 in the presence of sodium chloride.66 The detailed geometry of the charge distribution of DNA and the shape of the major and minor grooves of the double helix were considered in
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(59) Newsom, J. B.; Richards, F. M. Biopolymers 1984, 24, 2719–2759.
this study. The mobile ions were treated as soft spheres interacting via continuous potentials in this study, and the influence of dielectric saturation and dielectric discontinuity between the macromolecule and its environment was assessed in a comparison with the simple Coulombic model. It was observed in this study that incorporation of dielectric saturation in the DNA–small ion interactions led to a constancy of the condensed counterion fraction monitored as a function of added salt. This result is consistent with differences from $^{23}$Na NMR experiments$^{58,59}$ and counterion condensation theory.$^{59}$ For the purposes of consistency, and in the absence of detailed knowledge on the dielectric properties of water around ions, dielectric saturation was included in the small ion interactions as well in this study.

Grand canonical Monte Carlo (GCMC) simulations offer a computational route to calibrate the primitive model for simple electrolytes against the known thermodynamic properties such as activity coefficients. The GCMC method is particularly adapted for low-density systems, because the probability of insertion and deletion of the particles can be adjusted to a reasonable value. The electrolyte system of ions in a dielectric continuum is thus an ideal case for GCMC study and forms the basis for the studies undertaken in this investigation.

The present research builds on the studies reported above and addressed particularly the following questions: (a) How accurate are the MM level models (ions in a dielectric continuum interacting via solvent-averaged forces) in GCMC simulations on simple electrolyte solutions in comparison with experiment? (b) How can the primitive model be improved to provide optimum agreement with experiment for simple electrolytes as a function of concentration? (c) Can aqueous solutions of DNA be simulated at physiological ionic strengths within a continuum treatment of the solvent without compromising the essential physics and account for experimental data on the known thermodynamic properties of DNA in aqueous solutions as a function of concentration?

III. Theory and Methodology

The theory and practice of grand canonical Monte Carlo simulations are scattered among several references.$^{16,22,23,65-70}$ We feel it is appropriate here to be quite explicit about the protocol we have adopted and the origins and rationale thereof. Adams$^{69}$ discussed the theory of $(T,V,N)$ ensemble as applied to hard-sphere fluids. Here $T$ is absolute temperature, $V$ is volume, and $N$ is chemical potential. Mills et al.$^{12}$ use of $(T,V,a)$ ensemble, where $a$ is the mean ionic activity. Valleeau and Cohen$^{22}$ and Torrie and Valleau$^{23}$ use a $(T,B)$ ensemble, where $B$ is related to the chemical potential. In the following, we briefly review the basic ideas behind GCMC simulations, introducing notational uniformity and emphasizing practical applications to a 1:1 electrolyte system. The theory of canonical Monte Carlo (CMC) simulations as applied to molecular fluids is described earlier in a review article from this laboratory.$^{2}$

In the grand canonical $(T,V,a)$ ensemble, a system with specified $T$, $V$, and $a$ is coupled to an external heat bath which is also a reservoir for the particles comprising the system. The grand canonical partition function is given as

$$\Xi(T,V,a) = \sum_{N} e^{NkT}Q(T,N)$$

where $Q(T,V,N)$ is the canonical partition function. The canonical partition function in the classical approximation is written as

$$Q(T,V,N) = (V^{N}/\lambda^{N}N!)^{1/2}\Xi(T,V,N)/N!$$

where $Z(T,V,N)$ is the configuration integral that describes the nondielectricity due to all interparticle interactions, and

$$\Delta = (h^{2}/2\pi mkT)^{1/2}$$

is the thermal de Broglie wavelength. Here $(V^{N}/\lambda^{N}N!)$ in eq 2 is the partition function of a classical ideal gas made up of $N$ particles of mass $m$ in volume $V$ at a temperature of $T$. Combining eq 1–3 results in

$$\Xi(T,V,a) = \sum_{N} e^{NkT}/(\lambda^{N}N!)\Xi(T,V,N)$$

The average of a function $X$ in the $(T,V,a)$ ensemble is then given as

$$\langle X \rangle = (1/\Xi)\sum_{N} e^{NkT}/(\lambda^{N}N!)\int_{V} \cdots \int_{V} X e^{NkT} dr_{1} \cdots dr_{N}$$

For a 1:1 electrolyte, the probability of a configuration $i$ in the $(T,V,a)$ ensemble of unlabelled ions is

$$P_{i} = (1/\Xi) [e^{N_{+}kT}/(\lambda_{+}^{N_{+}}N!) [\exp(\mu_{+}N_{+}^{+} + \mu_{-}N_{-}^{-} - E_{i})/kT)]$$

and

$$P_{i}/p_{i} = [e^{kT}/(\lambda_{+}^{N_{+}}\lambda_{-}^{N_{-}})] e^{(\Delta E/kT)}$$

It is assumed here that $N_{+}^{+} = N_{-}^{-} + 1$, for example, as in insertion of a cation. A similar equation for $N_{-}^{-}$ and the identities $\mu_{+} = \mu_{+} + \mu_{-}$ and $\Delta E = E_{i} - E_{i}$ are used.

The transition probabilities $p_{ij}$ in addition to the normalization condition, are required to satisfy a condition of microscopic reversibility

$$p_{ij}/p_{ji} = P_{j}/P_{i}$$

Let the probability of generation of a trial step be $q_{ii}$ and the probability of acceptance of the step be $\alpha_{ii}$. Then $p_{ij}$ may then be written as

$$p_{ij} = q_{ij} \alpha_{ij}$$

$$p_{ii} = 1 - \sum_{j \neq i} p_{ij}$$

where $q_{ij} = P_{j}/P_{i}$ for insertion and $p_{ii} = P_{j}/(N^{+}N^{-})$ for deletion.$^{12}$ Here $P_{j}$ is the probability with which insertions and deletions are attempted. Then

$$p_{ii}/p_{ij} = (q_{ij}/p_{ii})(\alpha_{ij}/\alpha_{ii}) = (N^{+}N^{-}/V^{2})(\alpha_{ij}/\alpha_{ii}) = P_{j}/P_{i}$$

and

$$\alpha_{ij}/\alpha_{ii} = (V^{2}/N^{+}N^{-})[e^{kT}/(\lambda_{+}^{N+}\lambda_{-}^{N^{-}})] e^{(\Delta E/kT)}$$

GCMC simulations can be performed in a $(T,V,a)$ ensemble with the acceptance probabilities defined as $\alpha_{ij} = \min [1, q_{ij}/p_{ii}]$ for addition and $\alpha_{ij} = \min [1, q_{ij}/p_{ii}]$ for deletion using the $\alpha_{ij}/\alpha_{ii}$ in eq 12. Computationally, we find that the $(T,V,a)$ ensemble, where $a$ is the activity, is more convenient to work with since the expression $[\exp(\mu_{+}kT)/(\lambda_{+}^{N_{+}}\lambda_{-}^{N_{-}})]$ in eq 12 takes a much simpler form, and activity as an input parameter for this ensemble is easily interpreted. The acceptance criteria for the $(T,V,a)$ ensemble can be derived beginning with the chemical potential of an ideal gas

$$\mu_{ideal} = -kT\ln(V/N) + (3/2) \ln(2\pi mkT/h^{2})$$

Using the definition of $\lambda$, we may rewrite the above equation as

$$\mu_{ideal}/kT = \ln(N\lambda^{3}/V)$$

and for a 1:1 electrolyte

$$\mu_{ideal}/kT = \ln(N^{+}\lambda_{+}^{3}/V) + \ln(N^{-}\lambda_{-}^{3}/V)$$

$$= \ln[p^{+}p^{-}\lambda_{+}^{3}\lambda_{-}^{3}]$$

where $p^{+}$ and $p^{-}$ are the number densities of the cations and anions in the system. Then

$$\mu/kT = \mu_{ideal}/kT + \ln(z^{2}) = \ln(a^{2}c^{2}\lambda^{3})$$

or
\( \mu/kT = \ln (a_k^2 \Lambda_k \Delta_k^3) \)  

(17)

where \( f_k \) is the mean ionic activity coefficient, \( a_k = a \) is the mean ionic activity of the electrolyte solution and \( a^* \) and \( a^* \) are the single ion activities. (The \( f_k \) symbol refers to the mean ionic activity if the concentrations are expressed in molar units; \( \gamma_k \) is reserved in some texts to denote molar units.)

Substituting eq 17 in eq 12, we obtain

\[ \alpha_{ij}/\alpha_{ii} = (V^2/N^+N^-)[(a_k^2 \Lambda_k \Delta_k)/\Lambda_k \Delta_k]e^{(\Delta E/kT)} \]  

(18)

or

\[ \alpha_{ij}/\alpha_{ii} = \text{preexpe}^{-\Delta E/kT} \]  

(19)

with the preexponential factor given as

\[ \text{preexp} = a^2V^2/N^+N^- \]  

(20)

for particle insertions and

\[ \text{preexp} = N^+N^-/a^2V^2 \]  

(21)

for deletions.

Equation 19 is for a \((T,V,a)\) ensemble, and eq 12 is for a \((T,V,a)\) ensemble and both are equivalent. These equations are consistent with the earlier formulations. 22.23.6.70 Vallee and co-workers 22.70 introduce a parameter \( B \) by writing \( V\alpha_k^2a^2 \) in eq 18 as \( e^{(B)} \). Here \( N^+ \) and \( N^- \) in eq 20 and 21 are to be interpreted as the number of cations and anions, respectively, after insertion for attempted insertions or before deletion for attempted deletions. The methodology of this step is identical with that of Mills et al. 16

The protocol for a GCMMC simulation on electrolyte or polyelectrolyte solutions involves the following steps:

1. Specification of \( N \) cell dimensions, temperature, and activity (or single ion activities), for simulations performed in a \((T,V,a)\) ensemble, \( (b) \) energy function and parameters for the interacting particles (for example, a \((12,6,1)\) form with 12, 6, and 1 parameter, the dielectric constant, etc.), \( (c) \) a trial concentration that fixes the number of particles to start with (it must be established that the results are independent of the starting trial concentrations), and \( (d) \) number of particles to be moved in a single canonical Monte Carlo step and the maximum allowed step size.

2. Generation of a random configuration for the particles inside the simulation cell and calculation of the total energy of the starting configuration.

3. Iteration over the GCMMC loop, which involves \( (a) \) Metropolis MC moves for \( N \)-particles, in which \( i \) an \( N \)-particle move is attempted and \( \Delta E \) is calculated with appropriate periodic boundary conditions, and \( (ii) \) the attempted move is accepted or rejected according to the acceptance probability

\[ \alpha_{ij} = \min \{1, e^{-(\Delta E/kT)} - \} \]  

(22)

and \( (b) \) particle insertion/deletion, which involves \( (i) \) a choice between insertion and deletion randomly with equal probability (this step is carried out independent of the outcome of step \( 3a \)) and \( (ii) \) if insertion is selected, a pair of ions is inserted (a cation and an anion) at random positions inside the cell and \( \Delta E \) is calculated (an ion pair for a 1:1 electrolyte as opposed to a single ion maintains electroneutrality in the simulation cell), or \( (iii) \) if deletion is selected, a pair of ions chosen randomly is deleted and \( \Delta E \) is calculated. \( (iv) \) In either case the attempted insertion/deletion is accepted or rejected according to the acceptance probability

\[ \alpha_{ij} = \min \{1, \text{preexp}e^{(-\Delta E/kT)} \} \]  

(23)

where

\[ \text{preexp} = (a^*a^*V^2)/(N^+N^-) \quad \text{(for insertion)} \]

Here \( a^* \) and \( a^* \) are the counterion and co-ion activities, \( V \) is the cell volume in which insertion is attempted, and \( N^+ \) and \( N^- \) are the number of cations and anions, respectively, after the attempted insertion, and

\[ \text{preexp} = (N^+N^-)/(a^*a^*V^2) \quad \text{(for deletion)} \]

The quantities \( N^+ \) and \( N^- \) are the number of cations and anions, respectively, before the attempted deletion. Finally, there is \( (c) \) updating the counters for energies, number of particles, acceptance, insertion and deletion ratios, and storage of the coordinates of the entire system at certain specified points for subsequent structural analyses.

Steps 3a to 3c are repeated until convergence of the energies, the number of particles in the simulation cell, the acceptance, and insertion and deletion ratios are established. The number of particles to be moved and the step size control the acceptance ratio. These parameters are adjusted to obtain an optimum ratio of 50%. The frequency of insertion/deletion and the number of ion pairs inserted/deleted control their respective ratios. These may be adjusted to obtain a 50% probability that an attempted insertion/deletion is accepted. If this fails, a cavity biased algorithm 23 which changes the available volume for insertion may be explored but is not required here. The insertion ratio must equal the deletion ratio after convergence.

4. Calculation of averages of all quantities in the counters of step 3c. Activity coefficients are calculated from these average concentrations and from input activities. Finally, any desired structural analyses may be performed from the stored coordinates.

IV. Calculations and Results on NaCl

Grand canonical Monte Carlo computer simulations were performed on aqueous solutions of sodium chloride in the \((T,V,a)\) ensemble, at a temperature of 298 K. The setup for our calculations is nearly closely corresponds to the \((T,V,N)\) ensemble simulations on NaDNA in the presence of NaCl reported previously. 24

The central cell in the simulations is represented by a cylindrical box of height 67.6 Å and radius 100 Å. The \( N \)-particle configurational energies are calculated by using a \((12,6,1)\) potential, under the assumption of pairwise additivity in interionic interactions. The \( 12 \) \( (A_k^2 = 4\epsilon_k r_0^1) \) and \( 6 \) \( (B_k^2 = 4\epsilon_k r_0^2) \) parameters for sodium and chloride ions are taken from GROMOS force field of Berendsen, Van Gunsteren, and co-workers 22 and are reported in Table I of ref 63. These correspond to \( \sigma_{Na} = 2.575 \) Å, \( \epsilon_{Na} = 0.0148 \) kcal for sodium ion and \( \sigma_{Cl} = 4.448 \) Å, \( \epsilon_{Cl} = 0.1065 \) kcal for chloride ion. A dielectric constant of 80 is used in calculating the Coulombic interactions. Periodic boundary conditions in the axial direction and mass-conserving diffuse boundary conditions in the radial direction are imposed on the system. For instance, if a particle moves out of the cylinder radially to \( (r,\phi,z) \), it is repositioned at \( (r',180+\phi,z) \). Here \( r' \) is given as \( d - r \), where \( d \) is the diameter of the cylindrical cell. Similarly, in the axial direction, if the particle diffuses out of the cylindrical box to \( (r,\phi,z) \), it is reset at \( (r,\phi,z-h) \), where \( h \) is the height of the cylinder. The image of the central box is constructed in each direction in calculating the interaction energies. The rationale for this approach to solutions of polyelectrolytes with cylindrical or quasi-cylindrical symmetry containing simple electrolyte was discussed at length earlier. 25

The strategy of multiparticle moves along with step size adjustment was employed as reported previously 24 to maintain the acceptance ratio for particle moves close to 50%. The minimum typical run length in all cases was the equivalent of 7.5 million single-particle moves. Convergence of the mean energies and co-ion concentrations was monitored during the runs. The insertion and deletion rates were seen to equal within 0.5 million steps. About 2.5 million moves were treated as equilibration and rejected. Ensemble averages were formed over the last 5 million or more moves.

Results on the mean ionic activity coefficients of NaCl from the GCMMC simulations on NaCl in using a \((12,6,1)\) potential with GROMOS Lennard-Jones parameters for the ions in a continuum solvent are shown in Figure 1 (dashed line with circles) as a function of salt concentration along with experimental results (solid line) on this system. It may be noticed that at very low salt concentrations (\( <0.01 \) M) the agreement between the cal-
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The extent of deviation in the calculated and observed activity coefficients is also expected to depend upon details of simulation characteristics and protocol. See Figure 1 for results of some earlier work with the primitive model. A simple cubic cell with periodic boundary conditions and minimum image convention as in ref 22 may also be explored for the purposes of calibration of the $\alpha$ and $\varepsilon$ parameters of the ions and/or the dielectric constant of the solvent, but such studies would not be relevant to the stated objective of developing the best possible MM level model of [NaCl] for simulations of aqueous solutions of DNA in the presence of added NaCl enclosed in a cylindrical box undertaken here.

Overall, we found that the results shown in Figure 1 (dashed line) cannot be easily improved upon without a further consideration of the solvent in the simulations. A plausible reason for the observed behavior is that the potential of mean force (pmf) between two ions in water shows an oscillatory behavior. The (12,6,1) potential or its variations without a solvent term customarily used to treat the small ion interactions in a continuum solvent does not mimic the behavior of the pmf. Two possible directions to follow in this regard are (1) calibrate the interaction energy function to include the pmf obtained from fully explicit BO level molecular simulations or RISM type calculations or (2) use the Gurney parameter approach as suggested by Ramanathan and Friedman to represent solvation effects within a continuum description of the solvent. The concentration dependence of the pmf's makes the former approach computationally overwhelming.

We have taken recourse to the Gurney option and modified our potential function for the small ion interactions to include solvation effects. Thus, in addition to the (12,6,1) terms in calculating the interaction energy between any two given ions, an extra Gurney term of the form $A_{ion-ion}(V_{es}/V_s)$, where $V_{es}$ is the excluded volume and $V_s$ is the volume of a water molecule, is included. This in the following is designated as the "refined primitive model" or simply as the (12,6,1 + Gurney) model. The $V_{es}$ is evaluated via eqs 5 and 6 of ref 26. These are given below for an easy reference:

$$V_{es}(r_{ij} + d_{w,i} + d_{w,j}) = \frac{\pi[-(4r)^{-1}(a^2 - b^2)]}{2} + \frac{1}{3}(a^3 + b^3)(r_{ij}^{-1} - r_{ij}) \times \left( (a^2 + b^2) + (1/12)r_{ij}^3 \right)$$

Here $r_{ij}$ and $r_{ij}$ are the van der Waals radii of ions $i$ and $j$, and $r_{ij}$ is the distance between them, and $d_{w,i}$ is the diameter of a water molecule. In this study, $r_{Na^+} = r_{Cl^-} = 2.76$, and $a = 2.76$ Å for $d_{w,i}$. The Gurney term can be evaluated analytically subject to the specification of $A_{ion-ion}$ parameters which are calibrated on the known activity coefficients. The $A_{ion-ion}$ parameters are essentially the molar free energy change of the cophase solvent returning to its normal state, when the hydration shells of two ions encroach upon each other. Several test GCMC simulations were performed with different $A_{ion-ion}$ parameters to obtain good agreement with experimental activity coefficients over a wide range of salt concentrations. As pointed out earlier, there is no unique set for these parameters. The constraint we have employed is that once a set of three parameters have been selected, the same parameters be used at all salt concentrations. In Figure 2, results of the Gurney parameter approach are shown (as dash dots) for a choice of $A_{Na^+-Na^+} = -80$ cal, $A_{Cl^-Cl^-} = -80$ cal, and $A_{Na^+Cl^-} = 200$ cal. The agreement between the calculated and experimental activity coefficients is seen to be very good when solvation effects are considered. The (12,6,1 + Gurney) model is seen to give a satisfactory account of the activity coefficients as a function of salt concentration from 5 to 500 mM.

We would like to emphasize here that the Gurney term to account for solvation effects has been widely employed earlier (for example, see refs 26, 27, and 74-76). A similar rationale is

Figure 2. Results of GCMC simulations on [NaCl]$_{aq}$. Mean ionic activity coefficients are shown as a function of sodium chloride concentration (in mM units). (a) Experiment (solid line), (b) simulations with a (12.6,1) potential (dashed line, circles), and (c) as in (b) with a Gurney term for solvation effects (dotted-dashed line, squares).

Figure 3. Results of GCMC (12,6,1 model) simulations on [NaCl]$_{aq}$. Total net charge Q(r), around any given ion in the simulation cell treated as the reference ion, is shown as a function of distance (in Å) from the reference ion and concentration (in M units). The top four curves are for a reference chloride ion, and the bottom four curves are for a reference sodium ion. The salt concentrations for each curve shown are 0.005 M (solid line, circles), 0.010 M (dashed line, squares), 0.023 M (dashed-dotted line, triangles), and 0.063 M (dotted line, inverted triangles).

Figure 4. Results of GCMC (12,6,1 + Gurney model) simulations on [NaCl]$_{aq}$. (a) Total net charge Q(r), around any given sodium ion in the simulation cell treated as the reference ion, is shown as a function of distance (in Å) from the reference ion and concentration (in M units). The salt concentrations for each curve shown are 0.005 M (solid line, circles), 0.010 M (dashed line, squares), 0.020 M (dashed-dotted line, triangles), and 0.048 M (dotted line, inverted triangles). (b) Same as in (a) for a chloride ion.

Figure from the presented here and from the literature cited in the Background section is that several MM level models may be compatible with the activity coefficient data for a given system. Our work here does bring to light the problems to be expected in reproducing the activity coefficient data in simulations of the nature reported above on [NaCl]$_{aq}$ and a way to solve them.

The GCMC simulations on [NaCl]$_{aq}$ performed also provide valuable structural information on the ion atmosphere around a reference ion. Results on the net charge around any given ion Q(r), as a function of radial distance from the reference ion at the lowest four concentrations studied here, are shown for the model with (12,6,1) potentials in Figure 3. (These results correspond to the activity coefficient curves shown as dashed line with circles in Figure 1.) The top four curves in Figure 3 are for a reference anion, and the bottom four curves in Figure 3 are for a reference cation for this model. Corresponding results for the (12,6,1 + Gurney) model are shown in Figure 4. Due to an overlap of the curves with this refined primitive model, results with a reference cation are shown in Figure 4A. Corresponding results for the anion are shown in Figure 4B.

Results shown in Figure 4 correspond to our GCMC simulations with a 12,6,1 potential along with a desolvation term for the interacting ions, which gives the best agreement with the experimental activity coefficient data over the entire concentration range of 5–500 mM. Each curve in Figure 4A,B represents a different concentration of the electrolyte. All these curves shown in Figure 4A,B start at zero at very short distances from the reference ion and go over to -1 at large distances from the cation (Figure 4A) and to +1 far away from the anion (Figure 4B), as required by electroneutrality in the simulation cell. At the two lowest concentrations studied (5 and 10 mM), both of which are
within the realm of validity of Debye–Hückel theory, the $Q(r)$ shows a monotonic decrease from 0 to -1 (Figure 4A) for the reference sodium ion and a monotonic increase from 0 to +1 (Figure 4B) for the chloride ion. There is no significant structure associated with any given ion at these dilutions. The treatment of the iodine atmosphere as a diffuse cloud and neglecting the discrete structure of the ions appears to be justifiable at these low concentrations which accounts for the validity of DH theory. The Debye length in this region simply gives a characteristic distance at which potential due to the central ion drops to 1/e of its value and must not be taken to literally mean that a charge of -1 is enclosed in a sphere of radius equal to the Debye length around the reference cation.

At higher concentrations (>10 mM), structural features of the ions around the reference ion emerge. This explains at least in part the failure of the DH theory in this region. Notice that these structural features are absent in the $Q(r)$ curves with the (12,6,1) model (Figure 3). It is worth emphasizing that the $Q(r)$ is a radially integrated quantity and gives the total net charge up to a distance r from the reference ion under consideration. This is not the same as the radial distribution function g(r), which always shows an oscillatory behavior with a discrete particle system whatever the theoretical model for interparticle interactions. However, there is no reason to expect a priori that $Q(r)$ show maxima/minima or an oscillatory behavior. In this sense $Q(r)$ curves with the refined primitive model enhance our perspectives on the ion atmosphere around a reference ion in this model simple electrolyte solution.

A surprising result is that the $Q(r)$ for the chloride ion (Figure 4B) shows minima at higher salt concentrations. Our results here indicate the stability of an union pair at concentrations ≥ 50 mM. For a cation, however, no such tendency of forming a cation pair is noticeable. The cations appear to prefer forming ion pairs with anions. These results are reminiscent of the results of chloride–chloride and sodium–chloride potential of mean force calculations with explicitly solvent molecules.29–34 This does not mean that the same physics is operational in the two models, however.

Thus, the interaction potential for the small ions assumed in this study (the Gurney refined primitive model) not only reproduces well the observed thermodynamic properties as a function of concentration but also appears to give the explicit solvent (BO level) simulation behavior noted in the Background section. Whether or not this constitutes a satisfactory account of the structural features of simple electrolyte solutions is yet to be seen. At this stage these are simply to be taken as consequences of the theoretical model employed here for aqueous sodium chloride solutions.

V. Calculations and Results on [NaDNA + NaCl]$_{aq}$

The GCMC simulations for [NaDNA]$_{aq}$ in the presence of added sodium chloride were set up as an extension of the canonical Monte Carlo calculations described previously.63 The system in our simulations corresponds to two turns (20 base pairs) of a DNA-shaped molecule with charges on phosphates, discrete sodium, and chloride ions and all interacting with each other in a solvent treated as a dielectric continuum. The number of mobile ions in the simulation cell is dictated by the specified chemical potential/activity.

The choice of the Hamiltonian for the system was based on the strategy of using the potential function for DNA–small ions, which was successful in predicting the condensation of the condensed counterion fraction with added salt concentrations as observed experimentally, and using the interaction potential for the small ions which was calibrated as discussed in the previous section on the experimental activity coefficient data of sodium chloride. There is insufficient experimental information to parametrize the deosvation terms (Gurney parameters) for the charges on DNA at the present stage. Thus, a (12,6,1) potential along with a distance-dependent screening function, i.e., a dielectric saturation function reported earlier (DS model of ref 63) modifying the Coulombic part, was used here in computing the DNA–small ion interactions. The (12,6,1 + Gurney) model described in section

![Figure 5](image-url)  
**Figure 5.** Results of GCMC simulations on [NaDNA + NaCl]$_{aq}$. Mean ionic activity coefficient is shown as a function of added salt concentration (in mM units at a DNA phosphate concentration of 31.1 mM). (a) GCMC (dielectric saturation + Gurney model) simulations (dashed line, circles), (b) GCMC simulations of Mills et al.18 and Paulsen et al. 19 (dotted line, filled diamonds), (c) Cations' counterion condensation theory 49 (dotted line, crosses), and (d) experiment on sodium chloride (in the absence of DNA) (solid line).

IV (revised primitive model) was used for small ion–small ion interactions. Details on the periodic boundary conditions utilized here and the method of evaluation of the configurational energy of the system are exactly as described previously.63 This model for the [NaDNA + NaCl]$_{aq}$ system is referred to as the saturation + Gurney model in the following. The GCMC studies are carried at a temperature of 298 K and at varying DNA concentrations, reflected in the volume (radius) of the simulation cell, and at different added salt activities. Wherever possible, the choice of the DNA concentrations and salt activities was made in such a way as to enable a direct comparison with experiment or to closely correspond to previous GCMC work of Anderson, Record and co-workers.50,51 on this system.

Results on the mean ionic activity coefficients of the counterions (sodium) and co-ions (chloride) as a function of added salt activity are shown in Figure 5 (dashed line) for a phosphate concentration of 31.1 mM, along with results from some earlier GCMC simulations16,17 (dotted line with diamonds) and predictions from the counterion condensation theory 49 (dotted line with crosses). The experimental mean activity coefficients of NaCl in water at 25°C are also shown in Figure 5 (solid line) to underscore the simple electrolyte behavior. Notice that for a simple electrolyte the activity coefficients decrease with added salt, while for polyelectrolyte the activity coefficients increase with added salt. The agreement between the present work and the other two models16,17,49 is qualitative.

For a quantitative assessment of the model employed in this study, a comparison with the experiments of Lyons and Kotin on the counterionic activity coefficients at a phosphate concentration and added salt activities given in Table IV of ref 48 was carried out. Two issues are of relevance here. Firstly, the counterion activity coefficients were derived by Lyons and Kotin from the measured ratio of single ion activities. Secondly, in a GCMC simulation although any desired single ion activities can be chosen in principle as input parameters (see eq 16) and the simulation conducted with these single ion activities, in practice, however, it is the product of these activities which enters the transition probabilities (see eqs 17 and 18) that dictate the path of the stochastic walk of the system in configuration space. Any partitioning scheme of the activity coefficients is therefore not above the well-known uniqueness problems of separating the mean ionic activity coefficients into its components. The counterion activity coefficients here are calculated as the ratio of the specified input counterion activity to the average concentration of counterions, i.e., the sum of the input phosphate concentration and added salt concentration determined from the GCMC simulations. While this is consistent with eqs 16–18, it is not unique and is
TABLE I: Added Salt Concentrations and Activity Coefficients of Sodium Chloride at 25 °C in a Solution of [NaDNA + NaCl] sat Calculated from GCMC Simulations

<table>
<thead>
<tr>
<th>C_mM</th>
<th>a, mM</th>
<th>C_sat, mM</th>
<th>f_a</th>
<th>f_c</th>
<th>f_c</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>31.1</td>
<td>4.4</td>
<td>1.453 ± 0.008</td>
<td>0.6397</td>
<td>0.1352</td>
</tr>
<tr>
<td>1b</td>
<td>31.1</td>
<td>4.461 ± 0.012</td>
<td>0.7327</td>
<td>0.1875</td>
<td>2.5433</td>
</tr>
<tr>
<td>1c</td>
<td>31.1</td>
<td>19.6</td>
<td>14.429 ± 0.027</td>
<td>0.7647</td>
<td>0.4305</td>
</tr>
<tr>
<td>1d</td>
<td>31.1</td>
<td>32.5</td>
<td>28.451 ± 0.108</td>
<td>0.7896</td>
<td>0.5458</td>
</tr>
<tr>
<td>1e</td>
<td>31.1</td>
<td>65.0</td>
<td>66.878 ± 0.428</td>
<td>0.8030</td>
<td>0.6634</td>
</tr>
<tr>
<td>1f</td>
<td>31.1</td>
<td>100.0</td>
<td>117.054 ± 1.564</td>
<td>0.7594</td>
<td>0.6750</td>
</tr>
</tbody>
</table>

The results of the GCMC simulations on [NaDNA + NaCl] sat obtained here can be used to further analyze the trends in single ion activity coefficients and chemical potentials and to focus on the sources of nonideality. An analysis of the calculated mean ionic activity coefficients in terms of the single ion activity coefficients, with the approximation discussed above in obtaining these quantities and on the basis of the agreement between the simulation and experiment in Figure 6 above, is given in Table I. The counterion activity coefficients increase with added salt concentration at all phosphate concentrations, while the co-ion activity coefficients decrease as with simple electrolyte solutions. The overall behavior of the mean ionic activity coefficients of sodium chloride in the presence of DNA is dominated by the trends in the counterion activity coefficients.

A corresponding analysis of the excess chemical potentials as a function of added salt concentration is given in Figure 7. An explanation based on stoichiometric considerations in the GCMC simulations for the trends seen in Table I and Figures 5–7 for nonidealities in polyelectrolyte solutions goes as follows: Mean activity is the product of concentration and mean ionic activity coefficient. Mean activity is related to the total chemical potential, and mean activity coefficients are related to excess chemical potentials. In a GCMC simulation one fixes the activity or the total chemical potential. At a given counterion chemical potential or counterion activity, the counterion concentration is larger in the presence of NaDNA (DNA contributes its complement of counterions to the solution), relative to a simple electrolyte solution. For the product of the concentration times the activity coefficient to remain constant to maintain the constancy of the activity, the counterion activity coefficients have to be much less than they are in the case of a simple electrolyte. By a similar argument the co-ion activity coefficients are much larger than in the case of simple electrolytes. As the added salt concentration increases, the effect of the extra counterions due to DNA diminishes, and the behavior of the activity coefficients approaches that of a simple electrolyte.
The results shown in Figure 7 suggest that, in the case of simple electrolytes sodium chloride in water), the interionic interactions become stronger with increasing salt concentrations with the consequence that the excess chemical potentials become more negative and the activity coefficients much less than unity. In the case of a mixture of simple and polyelectrolyte solution (sodium chloride and sodium salt of DNA in water), at low salt, most of the free sodium ions are still in favorable interactions with the negative charges of the phosphates on the polyelectrolyte, while the repulsive interactions between chloride−chloride and chloride−phosphate make the excess chemical potential of the co-ions (chloride ions) positive. The co-ion activity coefficients exceed unity at low salt. The excess chemical potential of the co-ions becomes more negative with added salt, since more counterions (sodium ions) become available for favorable interionic interactions. The opposite trends hold true for counterion excess chemical potentials, with the latter dominating the total excess chemical potential. (Trends in total chemical potentials parallel the trends in excess chemical potentials here.) Counterions interact more strongly with DNA at low salt than at high salt. It is thus easier to remove or displace counterions from DNA at higher salt concentrations. This observation is also consistent with our earlier free energy calculations (Figure 1 of ref 83). Thus, nonideality in sodium salts of DNA in water in the presence of added sodium chloride salt increases with dilution and decreases with added salt. These observations are consistent with the conclusions of Record and co-workers (ref 10 and references therein) drawn from their PB and GCMC studies on the preferential interaction coefficient discussed below. Record and Richey have attributed this at a molecular level to an increase in nonuniform distribution of ions around the polyanion as the salt concentration is reduced.

The Donnan equilibrium parameter, also called the preferential interaction coefficient, has been studied extensively both experimentally and theoretically as a measure of nonideality in polyelectrolyte solutions. It is defined as $\Gamma = \lim_{C_0 \to 0} \frac{[C_i - C_0]}{C_i}$, where $C_i$ is the DNA phosphate concentration, $C_0$ is the salt concentration inside the polyelectrolyte compartment, and $C_i$ is the salt concentration outside the semipermeable membrane. An equivalent definition is $\Gamma = \lim_{C_0 \to 0} \frac{\partial n}{\partial C_0}$, an interesting analogy between the GCMC simulations and Donnan experiments. Figure 8 is given in ref 10. The procedure for the evaluation of $\Gamma$ here is identical with that of Mills et al. Using the simulation data given in Table I, we plotted the calculated salt concentrations as a function of phosphate concentration at each fixed salt activity and temperature. All these curves (shown in Figure 8) are seen to be representable by straight lines with bulk salt concentration ($C_i$) as the intercept and Donnan salt factor $\Gamma$ as the slope at each salt activity. These are collected in Table II. Although the experimental and the calculated values here are not strictly comparable since bromide is used as the co-ion in experiments (the significance of this difference is not known), some general trends may be seen. The experimental values of $\Gamma$ at NaBr concentrations of 9.5 and 88.9 mM are 0.12 and 0.204, respectively. The calculated $\Gamma$ (Table II) increases as a function of salt concentration as found experimentally. Pauisen et al. have calculated $\Gamma$ in their calculations of $\Gamma$ report a much better agreement with experiment. The calculated values of $\Gamma$ here are slightly higher than the experimental values. The experimental value of 0.122 at 9.5 mM, however, is seen to be bracketed by the calculated $\Gamma$ of 0.075 at 3.5 mM and 0.176 at 10.1 mM (first two rows in Table II). The limiting value of 0.06 from counterion condensation theory is seen to be very close to our lowest salt concentration value of 0.075. $\Gamma_{\text{total}}$ according to the condensation theory is 0.5. The trends in Table II indicate that $\Gamma$ approaches this limit as the salt concentration increases. Results in Table II in general confirm the earlier analysis based on excess chemical potentials here and previous PB and GCMC studies that nonideality of simple electrolyte in the presence of a polyelectrolyte decreases with added salt.

VI. Conclusions

The results of our grand canonical Monte Carlo simulations on aqueous solutions of sodium chloride in the absence and presence of sodium salt of DNA may be summarized as follows. A variation of the primitive model for the simple electrolyte solutions, with desolvation of two encroaching ions considered via a Gurney factor, reproduces the experimentally observed behavior in the mean ionic activity coefficients of sodium chloride in water in the concentration range 5–500 mM studied here. In addition, this refined primitive model also predicts the stability of sodium and chloride ion pairs as well as chloride and chloride ion pairs at concentrations $\geq$ 50 mM. The novel stability of anion pairs in aqueous solutions, reported previously from detailed molecular simulations, is reflected in calculations based on the refined primitive model with a continuum solvent.

Structural analysis of the ion atmosphere based on the results of our simulations with the refined primitive model leads us to conclude that the success of Debye–Hückel theory for simple
electrolyte solutions at concentrations ≤ 10 mM is attributable to a lack of structure in the ion atmosphere around the reference ion and its failure above 10 mM to the onset of structural features in the ion atmosphere.

The GCMC simulations carried out here appear to indicate that a dielectric continuum representation of solvent provides with a viable alternative to fully discrete simulations including explicit waters for the purposes of calculating thermodynamic properties of polyelectrolyte solutions.

The calculated excess chemical potentials suggest that in the case of simple electrolytes ([NaCl]_{aq}) the interionic interactions become stronger with increasing salt concentrations, resulting in more negative excess chemical potentials and activity coefficients much less than unity. In the case of a mixture of simple and polyelectrolyte solution ([NaCl + NaDNA]_{aq}), at low salt, the stronger attractive interactions between the counterions (Na⁺) and the polyanion (DNA) and the repulsive interactions between co-ions with themselves and with the polyanion lead to positive co-ion (Cl⁻) excess chemical potentials. The co-ion excess chemical potentials become more negative with added salt, since more counterions become available for favorable interionic interactions. The opposite trends hold true for counterion excess chemical potentials, with the latter dominating the total excess chemical potential. Thus, nonideality in a polyelectrolyte and simple electrolyte mixture increases with dilution contrary to the behavior in simple electrolyte solutions.
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